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Take away
● gradient filtering => Byzantine resilience
● gradient dampening => Asynchronous convergence
● Asynchrony can be viewed as Byzantine behavior 
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1. Byzantine workers

Server

Examples:
● crash
● software bug
● corrupted data
● security flaw

cost function: thin black curve
actual g: solid blue
non-stale honest g: black dashed
stale honest g: green dotted
poisoning g: red dotted

● Byzantine resilience against f/n workers, f <= n/3

● Optimal slowdown:

● Provable (almost sure) convergence

a. Lipschitz filter
empirical Lipschitz coefficient
at worker p:

empirical Lipschitz coefficient
at server after response from p:

b. Frequency filter
limits the number of successive gradients 
from a single worker to a value of f

a ^ b => correct cone:

SGD generic staleness-aware update rule:

 => convergence rate bound

Worker

Worker

Worker

Setup

● CIFAR-100
● CNN
● f = 3, n = 10 workers

● Baseline-ASGD: no dampening component 
● SSGD: ideal (synchronous) SGD
● Λ1 = 1/(τ+1), Λ2 = exp(0.5τ), Λ3 = exp(0.2τ)

Slowdown

Λ1:  27.9 % filtered gradients (D1)
Λ3:  19.6 % filtered gradients (D1)

3. Notation

4. Kardam

5. Filtering component

2. Asynchronous - Byzantine SGD

6. Dampening component

7. Evaluation
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